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ABSTRACT

Mobile networks are vulnerable to signalling attacks and storms caused by traffic that overloads the control plane through excessive signalling, which can be introduced via malware and mobile botnets. With the advent of machine-to-machine (M2M) communications over mobile networks, the potential for signalling storms increases due to the normally periodic nature of M2M traffic and the sheer number of communicating nodes. Several mobile network operators have also experienced signalling storms due to poorly-designed applications that result in service outage. The radio resource control (RRC) protocol is particularly susceptible to such attacks, motivating this work within the EU FP7 NEMESYS project which presents simulations that clarify the temporal dynamics of user behavior and signalling, allowing us to suggest how such attacks can be detected and mitigated.
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C.2.0 [Computer-Communication Networks]: General—security and protection; I.6.3 [Simulation and Modeling]: Applications; K.6.5 [Management of Computing and Information Systems]: Security and Protection
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1. INTRODUCTION

Smart devices for mobile networks are becoming ubiquitous worldwide [1] and cover a large majority of mobile traffic [2]. As a consequence, cyber-criminals target mobile platforms [3–5], and mobile network operators (MNOs) now face increasing security issues [6], including signalling attacks and storms, which overload the control plane through excessive signalling [7–11] caused by smartphone malware. In signalling attacks, mobile services are disrupted through a distributed denial-of-service-like attack [12] that overloads the control plane rather than the data plane, and a large number of mobile devices may be compromised to form a botnet [13] as witnessed in 2012 [14]. Though such attacks can be mitigated by signalling-aware routing and control algorithms [15] in the core network, the standard UMTS environment currently does not offer such facilities, and various techniques can be used to render the attack more effective [16–20]. Since smart mobile devices are also used in emergencies [21–23], they can be also used to compromise the safety of emergency responders and evacuees [24].

On the other hand, signalling storms are caused by misbehaving mobile apps that frequently set-up and tear-down data connections, as exemplified in [25]. In another event, the excessive communications of in-game advertisements [26] have increased the need to create safe and network-friendly apps [27,28]. Such known events show that signalling attacks and storms do cause major outages, and motivate the MNOs to protect their customers from malware and to detect and mitigate signalling attacks [6,11]. The introduction of machine-to-machine (M2M) communications over mobile networks also poses a challenge since the signalling protocols in 3G and 4G mobile networks were not designed to handle frequent but small communications from a huge number of devices as is the case in M2M traffic.

Our initial research has shown that the radio resource control (RRC) protocol in UMTS networks [29] is susceptible to signalling attacks, as we discuss in more detail in the next section. The objective of this paper is to analyze the effect of RRC-based signalling attacks and storms in UMTS networks, in particular the manner in which such attacks cause the most load on the network. For this purpose, we develop a simulation model of a UMTS network, and present results from simulation experiments, which enable us to better understand the temporal dynamics of user behavior and signalling in the network, and to evaluate the impact of signalling storms on quality-of-experience which is not captured by the mathematical model we have developed earlier [30]. While similar work has focused on analyzing signalling behavior from an energy perspective [31–33], we hope to provide a greater understanding of the bottlenecks and vulnerabilities in the radio signalling system of mobile networks in order to pave the way for the detection and mitigation of signalling attacks and storms.
1.1 The Radio Resource Control Protocol

In UMTS networks, the radio resource control (RRC) protocol is used to manage resources in the radio access network (RAN) [29]. It operates between the UMTS terminals, i.e. the user equipment (UE), and the radio network controller (RNC). Figure 1 shows the basic architecture of a UMTS network, depicting the RAN and the core network (CN) elements comprising the packet-switched domain of the mobile network. The RNC is the switching and controlling network element in the RAN. It performs radio resource management (RRM) functions in order to guarantee the stability of the radio path and the QoS of radio connections by efficient sharing and management of radio resources. The RRC protocol is utilized for all RRM-related control functions such as the setup, configuration, maintenance and release of radio bearers between the UE and the RNC. The RRC protocol also carries all non-access stratum signalling between the UE and the CN.

In order to manage the radio resources, the RRC protocol associates a state machine to each UE, which is maintained synchronized at the UE and the RNC via RRC signalling messages. The RNC controls the transitions between the RRC states based on information it receives from the UEs and the Node Bs on available radio resources, conditions of the currently used radio bearers, and requests for communication activity. As shown in Fig. 2, there are typically four RRC states, given in order of increasing energy consumption and data rate: idle, cell-PRCH, cell-FACH and cell-DCH. In the rest of this paper, we refer to state cell-X simply as X. Whenever the UE is not in the idle state, it is in connected mode and has a signalling connection with the RNC. In connected mode, the location of the UE is known by the RNC at the level of a single cell, which is maintained by cell updates sent by the UE either periodically or when it changes cells. We describe the RRC states in more detail below.

Idle: This is the initial state when the UE is turned on. In this state, the UE does not have a signalling connection with the RNC, and therefore the RNC does not know the location of the UE. Its location is known by the CN at the accuracy of the location area or routing area, which is based on the latest mobility signalling the UE performed with the CN. Any downlink activity destined for a UE in idle mode will require paging in order to locate the UE at the cell level.

PCH: Paging channel; FACH: Forward access channel; DCH: Dedicated channel

Since the UE does not have an RNC connection, it cannot send any signalling or data until an RNC connection has been established.

FACH: The UE is in connected mode, and the radio connection between the UE and the RNC uses only common channels which allow low-rate data transmission.

DCH: The UE is in connected mode, and the radio connection uses resources dedicated to the UE. While in DCH, the UE may use shared channels, dedicated channels or both.

The data rate of the connection is significantly higher than the FACH state, but energy use is also higher.

PCH: This is a low-energy state that allows the UE to maintain its RNC connection and thus stay in connected mode, but it cannot send or receive any traffic while in this state. While in PCH, the UE listens to paging occasions on the paging channel. This state is optional and it can be enabled or disabled by the MNO according to their policies. Although the PCH state is a low-energy state, the UE still consumes more power than in the idle state. Therefore, some MNOs choose to disable the PCH state in order to allow the UE to return to idle mode quickly and thus reduce its energy consumption. We will investigate the effect of the PCH state on signalling load in Sec. 3.

State demotions from a higher to a lower state, e.g. DCH→FACH, occur based on radio bearer inactivity timers at the RNC. The exact order of state demotions is dependent on MNO policy, but a progression as shown in Fig. 2 is common, although some MNOs skip the FACH and/or PCH states. State promotions from the idle and PCH states occur depending on uplink and downlink activity. For example, when the UE has uplink data to send, it sends an “RNC connection request” if in idle, or a “cell update” if in PCH, to the RNC in order to move to a state where it can send and receive data. Whether the UE is promoted to the FACH or DCH state is dependent on MNO policy. A FACH→DCH transition is performed based on buffer occupancy of the uplink and downlink radio links as observed by the RNC.

Table 1 summarizes when RRC state transitions occur and the number of signalling messages exchanged to effect each transition. In our simulations, we assume the RRC state progression given in Fig. 2. The UE goes from idle to FACH initially, and then to DCH if the buffer threshold is reached. The UE goes from DCH to FACH upon demotion from DCH. Whether the UE goes from FACH to PCH, or to
Table 1: RRC state transitions, number of signalling messages exchanged, and service times at the RRC signalling server of the RNC

<table>
<thead>
<tr>
<th>Transition</th>
<th>Triggering event</th>
<th>$r_{xy}$</th>
<th>$c_{xy}$</th>
<th>$\delta t_{xy}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle→FACH</td>
<td>Uplink or downlink traffic</td>
<td>15</td>
<td>5</td>
<td>75</td>
</tr>
<tr>
<td>PCH→FACH</td>
<td>Uplink or downlink traffic</td>
<td>3</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td>FACH→DCH</td>
<td>Radio link buffer threshold ($\Theta$) reached, $\Theta = 1500$ B</td>
<td>7</td>
<td>-</td>
<td>35</td>
</tr>
<tr>
<td>DCH→FACH</td>
<td>Expiry of inactivity timer $T_1 = 6$s</td>
<td>5</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>FACH→Idle</td>
<td>Expiry of inactivity timer $T_2 = 12$s, PCH disabled</td>
<td>3</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>FACH→PCH</td>
<td>Expiry of inactivity timer $T_2 = 4$s, PCH enabled</td>
<td>3</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>PCH→Idle</td>
<td>Expiry of inactivity timer $T_3 = 20$min, PCH enabled</td>
<td>6</td>
<td>3</td>
<td>30</td>
</tr>
</tbody>
</table>

idle, depends on whether the PCH state is enabled. For an $x \rightarrow y$ transition, we use $r_{xy}$ and $c_{xy}$ to denote the number of signalling messages exchanged within the RAN and between the RAN and the CN, respectively.

The RRC protocol was designed to manage the limited radio resources among multiple UEs and to decrease energy use at the UE. It is therefore biased towards demoting the UE to a lower state as soon as possible, especially if the UE is in the DCH or FACH state. Indeed, as the number of smartphones accessing UMTS networks has increased, the industry has introduced improvements and changes in order to get more data rate out of limited radio resources, such as HSDPA and HSUPA, and to improve the energy use of smartphones. For example, fast dormancy enables the UE to indicate to the RNC when it has no more uplink data to send for a speedier demotion to the PCH or idle state. In addition, some MNOs choose to disable the PCH state in order to allow the UE to return to idle mode quickly and thus reduce its energy consumption. As we will discuss in Sec. 3, this tendency to perform hasty RRC demotions result in excessive signalling load in the mobile network, especially in the case of deliberate attacks or signalling storms that result from poorly designed applications.

The RNC will customarily release radio resources for a UE soon after activity ceases in its channel, making those resources available for other UEs. Thus it uses short inactivity timers, which are in the order of 2–10 seconds (see Table 1). These short timers make the RRC protocol susceptible to signalling attacks, as an attacker that approximately determines the values of the $T_1$ and $T_2$ timers can then launch a devastating attack from a relatively small number of compromised UEs, as we discuss in Sec. 3. In addition, when combined with the “chatty” nature of many mobile applications, the tendency to deallocate radio channels quickly necessarily leads to increased RRC signalling in order to reconfigure or setup channels that were released a short time ago, rendering the mobile network vulnerable to RRC based signalling storms.

We thus focus on the RRC protocol in order to better understand its signalling behavior, and investigate under which conditions signalling load becomes excessive. Section 2 describes our simulation model of UMTS networks. In Sec. 3, we describe our experimental setup and discuss our findings on the effect of signalling attacks targeting the RRC protocol. Analytical models [34] are a useful way to gain insight into signalling attacks and storms [30], but in this paper we focus on simulation methods which can provide insight into the dynamics of signalling storms.

2. SIMULATION OF UMTS NETWORKS AND SIGNALLING ANOMALIES

The mathematical model we developed previously [30] can provide insight into UE signalling behavior. However we need to simulate large scale mobile networks, and therefore we have designed a simulation tool that is distributed across multiple concurrent processes, and covers the simulated mobile network with combined packet and call representations of the traffic. Packet communications include SMS, email, web browsing, and instant messaging, while call-level communications include voice, voice-over-IP, and multimedia.

In the control plane, the UE model consists of the session management (SM), GPRS mobility management (GMM) and RRC layers. In the data plane, it contains the application layer, which has circuit-switched and IP applications representing all user activity, the transport layer (TCP and UDP) and a simplified IP layer that is adapted for mobile networks. We have a simplified model of the radio link control (RLC) layer, but we do not explicitly model the MAC and PHY layers; effects of changes in radio conditions are modeled as random variations in the data rate of the radio channels and bearers, which are given in Table 2. Uplink and downlink radio transmissions over a radio bearer (RB) are modeled by two single server, single FIFO queue pairs, one for each direction. The service time at the transmission server is calculated based on the length of the currently transmitted RLC packet and the variable data rates for the RBs. The RLC buffer threshold for triggering a FACH → DCH transition is 1500 bytes. Each UE has one signalling RB and one data RB. We assume that the signalling and data RBs are always in the same RRC state; i.e. if the UE is in the DCH state, then both RBs operate over one or more dedicated channels. In addition to the transmission delays for the RBs, propagation and processing delays are also modeled. We also model the usual communication delays (i.e. transmission, propagation and processing delays) over wired links connecting the different network elements, e.g. between the RNC and the SGSN.

Our RNC model has the RRC, RANAP, NBAP and GTP protocols. The RRC model in the RNC consists of a single signalling server and a single FIFO queue, used to model the processing time $\delta t_{xy}$ for RRC signalling messages. The server handles two classes of signalling messages, where one class consists of signalling messages that effect a state tran-
Table 2: Radio bearer model configurations. Notice that variable data rates are used in order to reflect the dynamic conditions in the radio interface between the UE and the Node B.

<table>
<thead>
<tr>
<th>State</th>
<th>Direction</th>
<th>RB configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>FACH</td>
<td>Uplink</td>
<td>truncated normal distribution, $\mu = 10$ Kbps, $\sigma = 3$ Kbps, min = 4 Kbps, max = 16 Kbps</td>
</tr>
<tr>
<td>DCH</td>
<td>Uplink</td>
<td>truncated normal distribution, $\mu = 5$ Mbps, $\sigma = 1.5$ Mbps, min = 1 Mbps, max = 11.5 Mbps</td>
</tr>
<tr>
<td>FACH</td>
<td>Downlink</td>
<td>truncated normal distribution, $\mu = 20$ Kbps, $\sigma = 5$ Kbps, min = 8 Kbps, max = 32 Kbps</td>
</tr>
<tr>
<td>DCH</td>
<td>Downlink</td>
<td>truncated normal distribution, $\mu = 10$ Mbps, $\sigma = 3$ Mbps, min = 2 Mbps, max = 21.1 Mbps</td>
</tr>
</tbody>
</table>

3. **Experiments and Results**

In order to understand the effect of RRC based signalling attacks in UMTS networks, we implemented our simulation model in the OMNeT++ simulation framework [35], and present results from our simulation experiments. The UMTS network topology used in the simulations closely resembles the architecture shown in Fig. 1. In our simulations we have 1000 UEs in an area of 2x2 km², which is covered by 7 Node Bs connected to a single RNC. The CN consists of the SGSN and the GGSN, which is connected to 10 Internet hosts acting as web servers. All UEs attach to the mobile network at the start of the simulation, and remain attached. We simulate high user activity in a 2.5 hour period, during which users are actively browsing the web. Our web browsing model is based on industry recommendations [36], and is described below.

3.1 **Web Browsing Model of the User**

We model interactive web browsing behavior using a self-similar traffic model as shown in Fig. 3. The parameters of the web traffic model are random variables from probability distributions, which are based on web metrics released by Google [37]. The activity period represents the time that the UE is active during a 24 hour period, i.e. the hours during the day that it is generating web traffic. The idle period between two activity periods is the remaining hours within the 24 hours. The first activity period starts after an activation delay $d_a$, and consists of one or more browsing sessions. The first session within an activity period starts after an initial session delay $d_s$, and the time between the last and the first main request in one session and the next respectively, is the inter-session interval $l_s$.

Within a session, the user generates requests for web pages, which are called main page requests, and the first request is scheduled at the start of the session. The request results in a page response from the web server, which is subject to a processing delay $d_{pe}$ at the client, representing the time it takes for the web client at the UE to process the received response. A web page contains zero or more embedded objects, and the client generates an embedded object request for each one. We assume that HTTP version 1.1 is used and that each embedded object request is pipelined over a single TCP connection. The length of a request is denoted by $l_r$. The inter-request interval $l_i$ is the time between the generation of two consecutive main page requests, and it is independent of the reception of the responses. The session length is controlled by the number of main page requests $n_s$ in the session.

The web server generates a response for each request it receives after a processing delay $d_{pe}$. The length of a main page response is $l_m$, and it excludes the sizes of any embedded objects and TCP/IP headers. The number of embedded objects per page is $n_i$ and we model two types of objects: image and text (e.g. CSS documents, scripts). The size of an embedded object is $l_{img}$ and $l_{txt}$ for image and text objects, respectively. $R_{img}$ gives the ratio of image objects to all embedded objects in a page. In the simulations, a client selects a web server uniformly at random for each main page request.

3.2 **Attack Model**

In our evaluation we mainly consider **DCH attacks**, where the attacker aims to overload the control plane by causing superfluous promotions to the DCH state, and therefore needs to know when a demotion from DCH occurs in the UE. A similar **FACH attack** can be launched where the demotion of interest is from the FACH state, but it is generally more difficult to launch because it requires knowledge of the RRC buffer thresholds and measurement of user traffic volume. The error between the actual transition time and the estimated one is denoted by $\tau_d$ and $\tau_m$ in the FACH and DCH attack scenarios, respectively. In FACH attacks, the attacker sends a small data packet to a random Internet server in order to cause a promotion to FACH. Higher rate data traffic is generated in DCH attacks in order to cause the buffer threshold to be reached and therefore result in a promotion to DCH.
Before launching the next attack, forms all registered malicious applications when an RRC state transition occurs. Before launching the next attack, the attacker waits for a period of $\tau_L$ or $\tau_H$ after a suitable demotion is detected, e.g. from DCH to FACH in the DCH attack case, where $\tau_L, \tau_H$ are random variables. In our experiments, we assume that $\tau_L, \tau_H$ are exponentially distributed with mean $= \{0, 1, 2, 4, 6, 10, 14, 20, 30\}$ s to simulate varying degrees of error on behalf of the attacker. For signalling storms, the $\tau$’s represent the “synchronization” between the RRC state machine of the UE and the misbehaving application, while the attack scenario represents whether the misbehaving application generates low-rate or high-rate traffic. We present results from the DCH attack scenario only since the FACH attack scenario produces similar behaviour in most cases.

Figure 4 shows the RRC state transitions of a misbehaving UE as captured during a simulation run. As shown in detail in Fig. 4b, when there is no attack, the number of state transitions in a given period are small and due to normal (e.g. web browsing) traffic generated and received by the UE. The UE does not spend long periods in “active” states, i.e. FACH and DCH, quickly transitioning down to PCH when the PCH state is enabled. However, when the UE is misbehaving, either due to malware or a misconfigured app, the profile of the state transitions notably changes as shown in Fig. 4c. The number of state transitions significantly increases, with most transitions occurring between the FACH and DCH states in this DCH attack example. It is this back-and-forth transitioning behaviour that causes excessive signalling load in the mobile network, while the load on the data plane is mostly unaffected.

### 3.3 Simulation Results

We performed simulation experiments in order to investigate the effect of signalling attacks and storms due to the RRC protocol on the RAN and the CN. We vary the number of compromised or misbehaving UEs from 1% to 20% of all UEs. Both normal and misbehaving UEs generate normal traffic based on the web browsing model described above. The misbehaving applications are activated gradually between 20 and 30 minutes from the start of the simulation in order to prevent artifacts such as a huge spike of signalling load due to many malicious applications coming online at the same time. We collect simulation data only from the period when all misbehaving UEs are active. Each data point in the presented results is an average of five simulation runs with different random seeds. The relevant RRC protocol parameters are as given in Table 1.

Figure 5 shows the signalling load in the RAN under DCH attacks, with PCH enabled and disabled. As $\tau_H$ decreases or the number of attackers increase, the number of signalling messages sent and received by the RNC towards the RAN increases as expected. The rate of increase is dependent on $1/\tau_H$ and higher when the number of attackers is high. We can see that whether the PCH state is enabled does not affect the behaviour of the signalling load in the RAN significantly, but it still decreases the signalling load. An interesting observation is that when PCH is disabled, there is a maximum load when the percentage of attackers is $\geq 8\%$ that is attained with a high $\tau_H$. This is worrying since it shows that a maximum signalling load can be induced in the RAN by signalling storms when a sufficient number of UEs misbehave without requiring a high level of synchronization between the misbehaving application and the RRC state machine. Enabling the PCH state addresses this issue. Another useful observation is that given a fixed number of attackers, RRC attacks are self-limiting: as signalling load on the RNC increases, this prevents attackers from being able to attack the network at a high rate since they are themselves subject to longer waits for channel allocations. We will re-visit this issue when we discuss congestion at the RNC signalling server.

Figure 6 shows the signalling load in the CN under DCH attacks, with PCH enabled and disabled, and demonstrates the advantage of enabling the optional PCH state. We observe that whether the PCH state is enabled has a significant effect on the signalling load in the CN. This is because most RRC induced signalling with the CN occurs when the UE enters and exits the idl state. Enabling the PCH state, which normally has a very long inactivity timer ($T_5$), prevents the UE from entering the idle state prematurely, significantly decreasing the signalling load in the CN at the cost of slightly more energy consumption at the UE. Therefore, our recommendation would be to enable PCH as a first step in the mitigation of RRC based signalling attacks and storms. Enabling the PCH state also eliminates the problem...
of the maximum signalling load observed in Fig. 6b for high values of $1/\tau_H$, which is due to the interaction between $\tau_H$ and the RRC inactivity timers $T_1$ and $T_2$. When $\tau_H > T_1 + T_2$, the UE enters the idle state as a result of inactivity, and then the misbehaving application causes the UE to go into FACH or DCH in order to send data, resulting in excessive signalling with the CN. The long $T_3$ timer of the PCH state solves this issue.

Our results so far demonstrate how the mobile network infrastructure is seriously affected by RRC based signalling anomalies. These anomalies also have an appreciable impact on the quality-of-experience (QoE) of the mobile user. Figure 7a shows the application response time at a normal UE, which is defined as the time between when the user requests a web page and when all of the web page is received. The response time is not greatly affected when there are very few misbehaving UEs and when $\tau_H$ is high. But delay increases by up to 400% as the severity of the attack increases with increasing number of attackers and $1/\tau_H$. User normally tolerate a wait of 2–10 seconds for a web page to download [38,39], and therefore the observed response times are significant from a QoE view. The affected mobile users are highly likely to attribute the bad QoE to the MNO, so the MNO has one more incentive to detect and mitigate signalling problems in its network.

The main reason for the increase in application response time is the time it takes for the UE to acquire a radio channel in order to send and receive data, which includes, in addition to communication delays between the UE and the RNC, the service and queueing times experienced by the RRC signalling messages effecting the channel acquisition. Figure 7b shows that queueing time at the RRC signalling server component of the RNC greatly increases as the number of attackers increase. We observe that effects of congestion at the server become significant when the percentage of attackers is $> 8\%$, affecting application response time for normal users, and also placing a limit on the impact of signalling attacks on the network since the attackers themselves are subject to longer delays for channel acquisition. Figure 7c shows the queueing times of RRC signalling messages at the RNC during a single simulation run, and provides a deeper view of the effect of signalling storms in the RAN. We observe that before the storm begins, everything is normal and queueing times are expectedly low given the service times (see Table 1). However, as some of the UEs start misbehaving, queueing times significantly increase. What is noticeable is that the effect of the storm is not immedi-

![Figure 6: Signalling load in the core network as a result of DCH attacks, for different number of attackers. The $1/\tau_H = 0$ case corresponds to a “no attack” scenario.](image)

![Figure 7: Effect of DCH attacks on application response time and queueing time at the RNC signalling server, PCH enabled](image)

ate and signalling load gradually increases after the storm starts. This is because misbehaving UEs do not start generating attack traffic until a suitable state transition occurs, which happens only after the UE sends or receives normal traffic. However, the effect of the end of the storm is immediate, and queueing times very quickly drop to normal levels as the RNC serves the queued signalling messages.

4. DISCUSSION AND FUTURE WORK

In this paper, we have presented a simulation based study of signalling storms in mobile networks, looking at how storms may occur and their effects on the performance of the mobile network and the quality-of-experience (QoE) of the users. Our results have shown that even when a small fraction of the mobile users misbehaves, the signalling components in the mobile network, e.g. the RNC, are overloaded, resulting in at best a degradation in the QoE and at worst a denial-of-service for all mobile users connected to the same network element. Considering that network elements such as the RNC and the SGSN normally handle all users in a small city, the effects of storms can be far-reaching.

Our results indicate that mobile network operators should enable the PCH state in their RRC protocol configuration since it significantly reduces the signalling load on the core network and thus protecting it from the effects of RRC-induced storms. Another recommendation would be to increase the RRC inactivity timers $T_1$ and $T_2$ in order to reduce the number of RRC state transitions and thus the signalling load. However, this would affect all users in the mobile network and have a negative impact on the energy consumption of mobile devices, which is a major consideration of operators due to the advent of smartphones. Thus,
storm detection and mitigation methods are needed that can distinguish between normal and signalling-heavy users so as to reduce the impact of storms while not needlessly punishing non-misbehaving users.

In future work we hope to use smart traffic management techniques [40,41] to identify the sources and locations of signalling attacks and to reduce their effect on other users of the mobile network. Using representative traffic features of signalling attacks and storms, we will use detection methods that will reduce false positives in order not to penalize data-heavy users, and introduce additional delays in control state transitions in order to optimally mitigate against attacks.
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