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Abstract—Admission control based on multiple criteria has always been a desirable feature for computer networks. In the past, we presented such a system, but it was based on a centralised decision mechanism, which by itself constitutes a significant limitation. Here, we describe a decentralised version of the initial admission control algorithm, while still keeping the multi-criteria aspect, with each user being able to specify their Quality of Service (QoS) metrics at the level of the individual. Our scheme decides whether a new call should be allowed to enter the network based on measurements of the QoS metrics on each link of the network before and after the transmission of probe packets. The decision is based on a novel algebra of QoS metrics, inspired by Warshall’s algorithm that searches whether there is a feasible path to accommodate the new flow without affecting the existing users. The decision is made at each source node individually, based on either only personal information or also on information exchange among the nodes that are involved. The performance of the algorithm is evaluated in terms of QoS throughout the lifetime of all connections. The experiments presented in this paper were conducted in an actual laboratory test-bed of realistic topology and under highly congested circumstances. The results are particularly encouraging.

I. INTRODUCTION

High demand and network congestion can prevent multimedia applications and users from obtaining the network service they require for a successful operation. Admission control (AC) is the process that determines whether an incoming request should be accepted or rejected. This usually requires estimation of the level of QoS that a new user session will need and investigation of whether there are enough resources available to service that session without affecting the QoS of the existing users of the network. So, when a flow requests real-time service, the network needs to be able to characterise the requirements of the new flow and make an admission decision based on an estimation of its current and projected state.

In this paper we present a distributed admission control (DAC) system based on our earlier centralised algorithm proposed in [1], [2], [3]. The novelty of the algorithm lays on the fact that, contrary to existing schemes (e.g. [4], [5], [6], [7], [8]), the users can specify their own QoS criteria tailored to their individual needs. We developed this algorithm as an added feature of the Cognitive Packet Network (CPN) [9], [10], [11] for two reasons. In CPN it is the users rather than the nodes that are given control of the routing. Each user can specify the QoS criteria based on which data will be routed in the network, since the routing algorithm is directly related to the QoS desired by the end user. Different users can have different QoS goals depending on the application and the service they want to use, and therefore we leave the choice of the paths chosen to CPN. Also, CPN constantly collects real-time QoS data. Extracting real-time QoS information from a network is not an easy task, especially if that involves not only end-to-end values but also link values. It usually takes special monitoring mechanisms working on top of the network layer, capturing packets and creating log files at specific time intervals. The shorter those intervals are the closer to real-time values we get and the more demanding the monitoring system is in terms of CPU consumption. The CPN protocol gathers real-time QoS information at each node. Each packet or acknowledgement arriving at a node copies the network information that is relevant to it and keeps it in its header. Therefore, each node can read this information and keep statistical information about the current traffic.

II. OUR PROPOSED ALGORITHM

Our AC algorithm is based on the centralised scheme described in [1], which consists of three stages. In the first one, the identification stage, the network identifies the quality criteria of users that have not specified their requirements and translates them into QoS metrics according to existing ITU-standard tables.

The second is the probing stage, where the algorithm estimates the impact that a new flow will have on the network, based on link QoS information acquired before and after sending probe packets to the desired destination. This information is in the form of link QoS matrices for every distinct QoS metric that may concern a user. The main difference with the centralised mechanism is that instead of collecting that QoS information at a central data centre where the decision is made, each input node collects its personal information and decides independently. Therefore, when a new request arrives at an input node, it is the node itself that probes the network and decides whether to accept the new flow or not.

Finally, in the decision stage, the AC searches for a feasible path that can accommodate the new call by considering its impact on the network. The admission control system bases the decision on the limited information that it has from the links that are affected by the probe traffic and from the existing flows of that input node. More specifically, the estimated
DPRR, to store average link QoS information about the
London. 

A. Configuration of the experiments

In order to gather link QoS information at each source node we make use of the ability of CPN to provide end-to-end QoS information. In CPN, each source contains a table, called DPRR (Dumb Packet Route Repository), which keeps the route that was followed by each data packet and was reported back by the corresponding acknowledgment (ACK) packet. We have modified this table to also keep QoS information, such as average end-to-end delay and jitter of the data packets. Since the header of each ACK packet contains QoS information from each hop of the path, we have also created another table, LINK_DPRR, to store average link QoS information about the links visited by the packets originating from each source. Both tables are updated every time a data packet’s acknowledgment returns to the source. We chose to collect QoS values in an exponential average manner, over a given time window, so as to limit the effect of short-term fluctuations.

B. Experimental results

In order to evaluate the performance of our algorithms our experimental results cover three areas. First we measure the QoS metrics of the users, the end-to-end delay and the jitter, and we compare them over the requested values. Secondly, we measure the time a user has to queue before given a decision on whether to enter the network or not. Finally we measure the number of the requests that were served during the duration of the experiments and how many of them were actually accepted.

Figures 2 and 3 present the average roundtrip delay and average jitter of all users in the network throughout the duration of the experiment compared with the requested values. Let us consider as satisfaction of a user the percentage of time, over the whole lifetime of the user, where all the QoS requirements of that user are fulfilled. Here, on average, when there is no AC and all users are accepted in the network, the users’ satisfaction is 23.08%. When we apply the centralised

AC the satisfaction is 98.46\% and when the distributed AC is active the users are satisfied on average 89.23\% of the time.

Waiting time is the time a user has to stay in the “request queue” before it is decided whether he/she is accepted into the network or not. Figure 4 shows that the average time the users have to wait until being admitted when we don’t have AC is 0.92s. This waiting time is because if more than one users request to enter the network at the same input node they enter a queue. When we apply our DAC the time a user waits, until being admitted or rejected, increases to 3.01s mainly due to the probing which lasts 2s. Finally, when the centralised AC is applied the average waiting time increases sharply to 49.69s since all users queue at the central point.

Waiting in order to be served affects the number of users that are actually accepted into the network. Figures 5 and 6 show that centrally controlled admission of users results in small number of users served and accepted into the network which was expected based on the waiting times we show before, while in the other two cases the number of requests served is more or less the same. The fact that more requests where made in DAC than when all users were accepted is due to the randomness in the generation of the requests. Figure 6 shows that by distributing the AC mechanism more users are accepted into the network while keeping their QoS values close to the requested ones.

In practice, the centralised algorithm offers greater user satisfaction but fewer users. The satisfaction of the DAC is lower probably because multiple probes are in the network and the estimation of the algorithm is not accurate. Also, the fact that each input node has limited information and does not know the QoS values of all the links in the network could make the algorithm stricter. In order to provide a solution to the latter we introduced two simple mechanisms for coordination between the input nodes.

III. NODE COORDINATION

In order to further improve the performance of our distributed AC, we tried to provide each source node with global network information by applying two simple coordination mechanisms between the input nodes.
A. Fully coordinated nodes

Firstly we implemented a simple coordinating mechanism in order for all the input nodes to have more or less the same information about the links of the network that are being used. This was done by exchanging messages between the input nodes. Every time a node collects link information it sends those values, and the time it took the measurements, to all of the other input nodes. Thus, when a node wants to make a decision it bases it on the most recent link values taken from all the nodes.

B. Random coordination between nodes

Having nodes to exchange messages every time they measure a different link QoS value introduces additional overhead in the network. Therefore we also implemented a lighter coordination mechanism. In this mechanism, every time an input node has new QoS measurements instead of sending them to every source node in the network it randomly chooses one and only sends it to it.

C. Experimental results

The experiments have the same configuration as before and cover three cases: (i) the DAC with no coordination between the input nodes (DAC), (ii) the DAC with full coordination between the input nodes (DAC-Full) and (iii) the DAC with random coordination between the input nodes (DAC-Rand).

As we can see from figures 7, 8 when the coordination is applied the QoS values of the users are closer to the requested ones. As far as satisfaction is concerned though, when full coordination is applied the average user satisfaction is 86.15% and when random coordination is active the satisfaction drops to 83.08%. This could be due to the messages exchanged between the input nodes. Also the coordination should have more obvious benefits in a much bigger testbed.

Figure 9 shows that coordination increases slightly the waiting time due to the message exchanges. As expected the waiting time of the full coordination is bigger than the random coordination.

Figure 10 shows that the same number of requests are being served in all three cases while figure 11 shows that with the random coordination more users are accepted since fewer messages are exchanged between the input nodes.
causing false estimations. The experimental results showed that by decentralising our AC algorithm the users do get QoS values that are kept closer to the required ones. Our simple coordination mechanisms do not improve the users’ satisfaction, although the QoS values are kept close to the requested ones. A direction towards improving our distributed AC could be to look into other coordination mechanisms between the decision (input) nodes, such as the use of auctions. Our future work will concentrate on the investigation of these ideas.
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